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This study focuses on the experimental investigation of the two-phase pressure drop and water film
thickness in a thin microchannel. Air-water flow in the thin channel of dimensions 3:23 mm wide by
0:304 mm high produces a stratified flow over a range of test conditions. The experimental data allowed
for the assessment of several models including homogeneous, separated, and relative permeability mod-
els. A comparison of the two-phase pressure to the recently developed two-fluid model (Wang, 2009)
resulted in a new exponent (nk) of 1.159 for the relative permeability, which produced a mean absolute
percent error of 3.25%. Imaging of the air-water flow allowed for measuring the water film thickness,
which showed good agreement with the analytical solution of Steinbrenner (2011) and the two-fluid
model with a mean error of �0.035. The study demonstrates the applicability for the two-fluid model
to predict both the two-phase pressure and the water film thickness in thin microchannels.

Published by Elsevier Ltd.
1. Introduction

Two-phase flow in thin microchannels has become ubiquitous
in modern engineering and found in lab-on-chips, PEM (Polymer
Electrolyte Membrane) fuel cells, micro-heat pipes, and heat
exchangers. In PEM fuel cells, gas supply channels have a cross-
section dimension at the micro/millimeter scale and a length scale
of one to tens of centimeters. Not only do the gas channels supply
air, the channels serve to remove water generated by the oxygen
reduction reaction occurring at the cathode catalyst layer that
could potentially cause severe flooding [38,37]. The two-phase
pressure drop and water content in the channel act as indicators
to flooding.

While computational methods exist to study two-phase flows,
such as volume-of-fluid (VOF), the level-set method, and the
Lattice-Boltzmann Method (LBM), experimentation and semi-
empirical models reinforce the numerical results. Researchers have
proposed many different semi-empirical models to determine the
two-phase pressure drop which typically fall into one of three
categories: homogeneous flow, separated flow, and relative perme-
ability models. The homogeneous flow model treats the two-phase
flow as an equivalent single-phase flow by averaging the two fluid
properties together, particularly the viscosity. Through dynamic
similarity Dukler et al. [10] weighted the viscosity based on the
ratio of the liquid volumetric flow rate to the total volumetric flow
rate. The model predicted the experimental data for two-
component flows in tubes of diameter 2.54–12.7 cm (1–5 in.) over
a range of viscosities to within �19% to 16%.

The separated flowmodels follow thework of Lockhart andMar-
tinelli [21] and Chisholm [6], accounting for the interaction of the
two phases through Chisholm’s parameter, C. Lee and Lee [17] con-
ducted experiments in horizontal channels of 20 mmwidth and 0.4,
1, 2, and 4 mm heights. The authors found that C should depend on
the liquid-only Reynolds number, the Capillary number, and the
liquid-only Suratman number. Themodel predicted the experimen-
tal data within �10%. Kim and Mudawar [16] arrived at a similar
relation to Lee and Lee [17] when correlating a database of adiabatic
and condensing flow experiments consisting of 17 different work-
ing fluids in tubes/channels of hydraulic diameters between
0.0695 and 6.2 mm. The model predicted the experimental data-
base with a mean absolute percent error of 23:3%.

The relative permeability models use Dary’s equations to deter-
mine the two-phase pressure by modeling the form of the relative
permeability in terms of the liquid saturation. For the X-model,
based on the experimental work of Romm [28], the relative perme-
ability linearly varies with the saturation such that the sum of gas
and liquid relative permeabilities equal 1. Conversely, Corey [9]
investigated oil-gas flows in conventional tubes and showed that
the liquid relative permeability equals the liquid saturation raised
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to the power of 4. This correlated two-thirds of Corey’s experimen-
tal data well. In general, the relative permeability exponent varies
between 1 and 4.

Though various models for the two-phase pressure exist that
can accurately predict the two-phase pressure, the models rely
on multiple correlation parameters. Wang [36] proposed the
two-fluid model to investigate the porous channels in PEM fuel
cells, treating the gas flow channels as porous media. Unlike other
relative permeability models that require the experimental mea-
surement of the saturation, the two-fluid model poses a model
for the saturation. Thus, the use of the two-fluid model requires
only a single correlation parameter, the relative permeability expo-
nent nk. Adroher and Wang [1] and Cho and Wang [7] showed the
applicability of the model to standard gas flow channels in PEM
fuel cells. In a channel of 1:6 mm wide by 1 mm high, Adroher
and Wang [1] found an nk value of 2 only resulted in a qualitative
agreement between the experimentally measured two-phase pres-
sure drop for superficial gas velocities in the range of 5–10 m/s.
Cho and Wang [7] applied the two-fluid model to both hydrophilic
and hydrophobic channels of dimensions 1:68 mm wide by
1:00 mm high by 150 mm long. The authors found that nk values
varied with flow pattern but remain a constant value of 2.49,
2.15, and 1.96 for slug, wavy, and annulus flow patterns, respec-
tively. However, the two-fluid model has not been applied to thin
microchannels nor has the model’s ability to predict water film
thickness been tested.

Through an experimental study, this work seeks to demonstrate
the applicability of the two-fluid model in the common flow range
of operational PEM fuel cells for thin microchannels. In addition to
selected existing models, Section 2 introduces the two fluid model.
The analytical solution to stratified flow proposed in dimensionless
form by Steinbrenner [33] used for comparison to the optically
measured water film thickness follows in Section 3. Section 4
details the experimental apparatus to produce air-water flow in a
3:23 mm wide by 0:304 mm high by 164 mm long microchannel
and the testing method. Finally, Section 5 discusses the validation
of the experimental setup and the assessment of existing models.
Section 5.4 discusses the new relative permeability exponent and
its validation in predicting the experimental two-phase pressure
and water film thickness measurements.

2. Two-phase pressure drop models

Multiple mechanisms contribute to the overall two-phase pres-
sure drop (DPtp) [16]:

DPtp ¼ DPF þ DPg þ DPA þ DPloss ð1Þ
where DP refers to pressure drop and the subscripts F; g;A, and loss
refer to frictional, gravitational, acceleration, and loss, respectively.
The models in this section refer only to the frictional pressure drop.
Table 1
Viscosity models for the homogeneous flow model.

Reference Viscosity model

McAdams et al. [24] 1
ltp

¼ v
lG

þ 1�v
lL

Cicchitti et al. [8] ltp ¼ lGvþ ð1� vÞlL

Lin et al. [20] ltp ¼ lLlG
lGþv1:4ðlL�lGÞ

Dukler et al. [10] ltp ¼ lLkþ lGð1� kÞ
Fourar and Bories [12] ltp ¼ klL þ ð1� kÞlG þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kð1� kÞlglL

q
Beattie and Whalley [3] ltp ¼ lLð1� bÞð1þ 2:5bÞlGb

Awad and Muzychka [2] ltp ¼ lG
2lGþlL�2ðlG�lLÞð1�vÞ
2lGþlLþðlG�lL Þð1�vÞ

where k ¼ QL=ðQL þ QGÞ
b ¼ qLv

qLvþqGð1�vÞ
The current study focuses on the adiabatic flow of air and water in a
horizontal microchannel. Under adiabatic conditions, the flow will
not accelerate and DPA equals zero. With the channel aligned hori-
zontally, the gravitational pressure loss also equals zero. The exper-
imental technique seeks to minimize losses caused by entrance/exit
effects and thus the loss term equals zero. This leaves that the two-
phase pressure equals the two-phase frictional pressure loss.

2.1. Homogeneous flow model

The homogeneous flow model treats the two-phase flow as an
equivalent single-phase flow with weighted properties under the
condition that the two phases move with the same velocity. The
two-phase pressure drop would thus follow:

dP
dz

� �
tp
¼ f tp

G2

2DHqtp
ð2Þ

where P equals the pressure, z the downstream coordinate, f the
Darcy friction factor, G the total mass flux, DH the hydraulic diame-
ter, and q the density. The subscript tp stands for two-phase. The
total mass flux (G) equals

G ¼ qGQG þ qLQL

Ac
ð3Þ

where Ac stands for the cross-sectional area and Q the volumetric
flow rate. The subscripts G and L stand for gas-phase and liquid-
phase, respectively. The friction factor follows the standard defini-
tion for laminar flow:

f tp ¼
C

Retp
ð4Þ

where the correlation constant (C) equals its single-phase equiva-
lent but the Reynolds number becomes the two-phase Reynolds
number (Retp) defined as:

Retp ¼ GDH

ltp
ð5Þ

Therefore, determination of the two-phase pressure drop only
requires knowledge of the two-phase density (qtp) and the two-
phase dynamic viscosity (ltp). Researchers often agree that the
two-phase density has the form:

qtp ¼
v
qG

þ 1� v
qL

� ��1

ð6Þ

where v represents the gas quality defined as:

v ¼ qGQG

qGQG þ qLQL
ð7Þ
Test conditions

Benzene-oil, 2.69 cm tubes

Steam-water, 0.51 cm tubes
R-12, 1 mm tubes

Two-component, 2.54–12.7 cm tubes
Fractures, 0.18–1 mm gaps

Multiple fluids
Refrigerants; 2:46;2:58 mm tubes; 0:148;1:44 mm channels



Table 2
Correlations producing a constant C-value for the separated flow model.

Reference C Correlation Test Conditions

Mishima and Hibiki
[25]

C ¼ 21 1� e�0:319DH
� �

Air-water, 1.07–5.00 mm
gaps

Zhang et al. [39]
C ¼ 21 1� e

�0:674
Nconf

� �
ReG < 2000;ReL < 2000

English and Kandlikar
[11]

C ¼ 5 1� e�0:319DH
� �

Air-water,
1.124 mm � 0.93 mm

Li and Wu [18] C ¼ 11:9Bo0:45 Bo < 1:5
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However, researchers have proposed several forms for the two-
phase viscosity, shown in Table 1.

2.2. Separated flow model

While the homogeneous model treats a two-phase flow as an
equivalent single phase flow, the separated flow model seeks to
account for how the interaction between the two phases influences
the pressure drop. Martinelli et al. [23] determined that the two-
phase pressure drop varies depending on the flow mechanism—
laminar (l) or turbulent (t)—of each phase. Since the phases have
different flow rates, four possible combinations exist: l-l, t-t, l-t,
and t-l liquid-gas flow. Testing various liquids in air flow, Marti-
nelli et al. [23] determined the two-phase pressure change over a
change of length (L) should equal:

DP
DL

� �
tp
¼ /2

G
DP
DL

� �
G

ð8Þ

where /G, the gas two-phase flow multiplier, depends on a correla-
tion factor that varies with the flow mechanism. Lockhart and Mar-
tinelli [21] sought to generalize the correlation factor for the flow
multiplier in terms of a new parameter, X, independent of the flow
mechanism. Lockhart and Martinelli considered the two fluids sep-
arately, formulating the fanning friction factor for each phase, as if
each phase occupied a distinct fraction of the cross-sectional area.
Under the constraint that the static pressure drop is equal for both
phases and the volume occupied by each phase equals the volume
of the pipe, the new correlation term becomes:

X ¼
ffiffiffiffiffiffiffiffiffi
DPL

DPG

s
ð9Þ

in which DPL and DPG equal the pressure drop experienced along
the channel if the respective phase flowed alone in the pipe.

Chisholm [6] recommended a simplified relation between / and
X as:

/2
L ¼ 1þ C

X
þ 1
X2 ð10Þ

The constant termed Chisholm’s parameter, C, takes into account
the interaction between the two phases. For air-water flows,
Table 3
Correlations producing a variable C-value for the separated flow model.

Reference C correlation

Sun and Mishima [34]
C ¼ 26 1þ ReL

1000

� �
1� e

�0:15
0:27Nconf

	
Ma et al. [22] C ¼ âCab̂L

â ¼ 7:59� 0:4237a�0:9485 þ
b̂ ¼ 0:223þ 0:2a0:9778

Kim and Mudawar [16]
C ¼ 3:5� 10�5Re0:44lo Su0:5

go
qL
qG

�
Li and Hibiki [19] C ¼ 41:7N0:66

ltp
Re0:42tp v0:21

Lee and Lee [17] C ¼ 6:833� 10�8K�1:317U0:7

Saisorn and Wongwises [29] C ¼ 7:599� 10�3K�0:631U0:0
Chisholm recommended a value of 5 for the laminar-laminar
regime. Eq. (10) holds for the gas as well since:

/2
G ¼ X2/2

L ð11Þ
Investigation of mini and microchannels revealed a need for

further refinement of the C-value for small scales. Several authors
have proposed correlations for the C-value. The correlations fall
into two categories, correlations that produce a C-value indepen-
dent of flow conditions and ones that allow C to vary with test con-
ditions. For a given geometry and fluid pair, Chisholm [6], Mishima
and Hibiki [25], Zhang et al. [39], English and Kandlikar [11], and Li
andWu [18] produce a constant C-value regardless of the flow con-
ditions (Table 2). Of the correlations in Table 2, the equations of
Zhang et al. [39] and Li andWu [18] take into account the influence
of surface tension (r) through the confinement number (Nconf )
defined as:

Nconf ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r
gðqL � qGÞD2

H

s
ð12Þ

and the Bond number (Bo) defined as 1=N2
conf . The g in Eq. (12)

equals the acceleration due to gravity.
Several authors investigated the influence of different dimen-

sionless parameters on the Chisholm parameter (Table 3) that
allow C to vary with test conditions. The correlations have several
parameters in common. Relo stands for the liquid-only Reynolds
number defined as:

Relo ¼ GDH

lL
ð13Þ

and Sugo stands for the gas-only Suratman number defined as:

Sugo ¼ qGrDH

l2
G

ð14Þ

For Lee and Lee [17] and Saisorn and Wongwises [29], the
dimensionless variables U and K equate to a capillary number
(Ca), and an inverse liquid-only Suratman number, respectively.
Li and Hibiki [19] use the two-phase viscosity of McAdams et al.
[24] to determine the two-phase viscosity combined with a two-
phase density defined as:

qtp ¼ vqG þ ð1� vÞqL ð15Þ

to define the two-phase viscosity number as:

Nltp
¼ ltp

qtpr
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r
gðqL�qGÞ

q� �0:5 ð16Þ

The correlation of Ma et al. [22] takes into account the channel
geometry through the aspect ratio (a) defined as the channel
height divided by the channel width.
Test conditions

3
þ0:8



DH = 0.506–12 mm

Channels 100 lm by 200–2000 lm

0:0023ReL

�0:48 Condensing, Adiabatic flows

Flow boiling

19Re0:557lo
20 mm wide by 0.4–4 mm high Channels

05Re�0:008
lo

Round tubes
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2.3. Relative permeability models

Another approach to understand the two-phase pressure drop
treats the flow as a flow in a porous media. The channel represents
a single pore with an absolute permeability of K. Under two-phase
flow, the liquid in the channel forms a pore structure that the gas
must flow through and vice versa. The presence of the second
phase will reduce the available space for the first phase, decreasing
the permeability of the first phase. Thus, the effective permeability
of a phase should equal Kmultiplied by a term (the relative perme-
ability, kr) to account for the influence of the second phase. This
allows for a generalization of Darcy’s equations for steady-
laminar flow in porous media as:

qG
~UG ¼ � kr;GK

mG
rPG ð17Þ

qL
~UL ¼ � kr;LK

mL
rPL ð18Þ

where krG takes into account the influence of the liquid on the gas
and krL takes into account the influence the gas has on the liquid.

With the goal of understanding the pressure drop between the
inlet and outlet of a channel, integrating Eq. (17) between the inlet
and outlet with the assumptions that the flow properties change
only in the streamwise (z) direction, neglecting surface tension,
and accounting for any single phase flow gives [36]:

DPG
lGUGL

K

¼ /2
G

/2
G ¼ z� þ

Z 1

z�

1
kr;G

dẑ ð19Þ

where z� equals the location of water injection divided by the length
of the channel. The first term in Eq. (19) accounts for any single-
phase gas flow at the entrance of the channel and the second term
accounts for the interaction of the two phases.

Several authors have modeled the relative gas permeability as a
function of liquid saturation (sL) shown in Table 4. The use of the
effective saturation (sL;e) takes into account liquid that the gas flow
cannot remove from the channel (sL;r). In general the relative per-
meability equations in Table 4 follow a trend of:

kr;L ¼ snkL;e ð20Þ
kr;G ¼ ð1� sL;eÞnk ð21Þ
where nk represents a generalized exponent. For example, nk equals
3.05 for the work of Nowamooz et al. [26]. Physically, the nk repre-
sents the degree to which the liquid influences the gas flow—the
larger the nk value, the greater the influence.
Table 4
Relative permeability models.

Reference kr;G model

X-Model kr;G ¼ ð1� sL;eÞ
Corey [9] kr;G ¼ ð1� sL;eÞ2ð1� s2L;eÞ
Nowamooz et al. [26] kr;G ¼ ð1� sLÞ3:05
Chen et al. [4] kr;G ¼ 0:502s3G þ 0:1129s2G þ
Fourar and Lenormand [13] kr;G ¼ ð1� sLÞ3 þ 3

2lsLð1�
Huang et al. [14] kr;G ¼ ð1� sLÞ 3

2lþ ð1� sL
h

Fourar and Bories [12] kr;G ¼ ð1� ffiffiffiffi
sL

p Þ2
where sL;e ¼ sL�sL;r

1�sL;r

sG ¼ 1� sL
l ¼ lG=lL
The difficulty in experimentally measuring the saturation led
other researches to approach the relative permeability model in a
different manner. In addition to the relative permeability model
in Table 4, Fourar and Bories [12] determined a saturation model.
Fourar and Bories [12] measured the liquid saturation in a glass
fracture of 1 mm gap spacing and a width of 0.5 m. The small
heights compared to the width allowed Fourar and Bories to treat
the flow as plane-poiseuille flow and by relating the pressure equa-
tion to the Lockhart-Martinelli parameter (X), the authors arrived
at

sL ¼ X
1þ X

� �2

ð22Þ

Eq. (22) combined with the corresponding relative permeability
model (Table 4) showed good agreement with the experimental
two-phase pressure for both the glass fracture and baked clay frac-
tures 14 cm wide by 0.54, 0.4, and 0.18 mm high.

Wang [36] arrived at a simplified form for the saturation
through the manipulation of Darcy’s equations. When neglecting
the surface tension, rPL ¼ rPG and thus Eqs. (17) and (18) have
the gas pressure gradient in common. By combining the two equa-
tions through the gas pressure gradient and re-organizing,

UG ¼ lL

lG

kr;G
kr;L

UL ð23Þ

results for the streamwise direction. Combining Eqs. (20), (21), and
(23), gives

sL ¼
ULlL
UGlG

� � 1
nk þ sL;r

ULlL
UGlG

� � 1
nk þ 1

ð24Þ

Thus, the saturation only depends on fluid parameters and the
set test conditions for superficial velocities (U). Herein, the two-
fluid model refers to the use of Eq. (19) combined with Eqs. (21)
and (24). Similar to Chisholm’s analysis, the determination of an
unknown correlation parameter (nk) remains.

3. Analytical solution to water film thickness

Steinbrenner [33] noted that in thin microchannels, the strati-
fied flow regime persisted for a wide range of test conditions.
The current study predominately generated stratified flow over
the range of test conditions, which simplifies the determination
of the saturation. Stratified flow forms when a liquid film in con-
tact with a side wall occupies the entire height of the channel
but only part of the channel width. Let a equal the channel height,
c the film thickness, and c þ b the channel width (w). The liquid
Test conditions

Oil-gas

Air-water, fractures

0:3483sG Nitrogen-water, fractures

sLÞð2� sLÞ Air-water, fractures

Þ2 1� 3
2l

� �i LBM Simulation

1.0, 0.54, 0.40, and 0.18 mm Fractures
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saturation equals the volume of liquid (a� c � L) divided by the
total volume of the channel (a�w� L), which reduces to the
dimensionless water film thickness ratio, hratio ¼ c=w. Thus, deter-
mining the liquid saturation requires only measuring the film
thickness ratio.

Through a Fourier sine transformation, Tang and Himmelblau
[35] determined a series solution to the velocity distribution in
each phase under the assumptions of laminar flow with a planar
interface (neglect capillary and body forces) and in an infinitely
long channel. The boundary conditions impose zero velocity at
the walls and equal shear at the interface for both fluids. Steinbren-
ner [33] reorganized Tang and Himmelblau’s equations in terms of
dimensionless variables such that the velocity equals a dimen-
sional scaling factor multiplied by a dimensionless function of only
l̂;hratio, and AR where l̂ ¼ lL=lG and the aspect ratio (AR) equals
w=a. Integrating the velocity in each phase over the cross-
sectional area gives the volumetric flow rate of each phase. Taking
the ratio of the volumetric flow rates will eliminate the scaling fac-
tor, leaving f ðl̂;hratio;ARÞ. Setting the fluid pair and the channel
geometry fixes AR and l̂. Therefore the ratio of volumetric flow
rates only depends on hratio (saturation). Experimenters set the vol-
umetric flow rates, fluid pairs, and channel geometry, allowing for
the calculation of hratio for a given experiment without further
measurement.

4. Experimental method

The experimental work consists of air-water tests in a rectangu-
lar microchannel. The calculation of different parameters rely on
standard fluid properties of humid air and water at 20 �C shown
in Table 5. Four different liquid flow rates of 177 lL/h, 1:77 mL/h,
59.07 lL/min, and 590.7 lL/min produce superficial liquid veloci-
ties of 5:0� 10�5;5:0� 10�4;1:0� 10�3, and 1:0� 10�2 m/s,
respectively. The gas flow rates vary from 30, 50–325 mL/min in
25 mL/min increments producing superficial gas velocities
between 0.51 and 5.50 m/s. Characterizing the flow in terms of
Table 5
Fluid properties.

Property Air Water

Density (kg/m3) 1.19 998.3
Viscosity (kg/m�s) 1:846� 10�5 1:002� 10�3

Surface tension (N/m) 72:86� 10�3

Fig. 1. Schematic diagram of
Reynolds numbers gives a ReL of 0.0277, 0.277, 0.55, and 5.55 with
gas Reynolds numbers varying between 18.2 and 197 for each liq-
uid Reynolds number. The combination of Reynolds numbers pro-
duce a liquid-only Reynolds number between 0.35 and 9.19.
4.1. Experimental assembly

Fig. 1 depicts the testing apparatus for this work, the key com-
ponent being the microchannel assembly (Fig. 1A) forming a
3:23 mm by 0:304 mm by 164 mm (w� h� L) rectangular
microchannel, aligned horizontally. The geometry results in a
hydraulic diameter of 557 lm. Three materials form the walls of
the microchannel: 6061 aluminum forming the base, 304 full-
hard stainless steel forming the side walls, and polycarbonate
forming the top of the channel. The materials exposed to air-
water flow result in a hydrophilic microchannel with contact
angles of 76� � 8� for the base, 82� � 7� for the sides, and
81� � 7� for the top. In this work, the stated uncertainties are at a
95% confidence level.

Manual milling techniques were used to machine a width of
3:23 mm �10 lm into the stainless steel. The stainless steel has
a manufacture stated thickness tolerance of �15 lm about the
nominal 0:304 mm thickness. The polycarbonate allows optical
assess for visualization of the flow. The microchannel assembly
builds off the designs of Cho and Wang [7] and Pfund et al. [27]
in which layers form the channel. For this apparatus, the seal of
the channel comes solely from compression generated by
twenty-two bolts torqued to 5.65 N�m (50 in �lbf ).

The formation of the two-phase flow covers several design
aspects. Asymmetric water injection occurs 10 mm downstream
of the air inlet through a 365 lm hole in the aluminum base
(Fig. 2a). Therefore, the first 10 mm of the channel experiences
only single-phase air flow. A syringe pump (New Era Pump System
NE-300, Fig. 1B) loaded with 1, 10, or 30 mL syringes depending on
the flow rate, supplies room temperature (20 �C� 2 �C) deionized
water to the system. MKS100B mass flow controllers inside a Scrib-
ner and Associates 850e Fuel-cell Test Station (Fig. 1C) control the
air flow from the main air supply within �20 mL/min. The air
passes through a bubble humidifier (Fig. 1D) containing 1500 mL
of DI-water to achieve 100% relative humidity before entering
the microchannel. A 1 cm hole acts as the inlet manifold while a
1:4 cm hole acts as an outlet manifold. The minimum straight dis-
tance between the edge of the manifolds defines the channel
length.
the experimental set-up.



Fig. 2. Detailed diagram of the microchannel assembly.
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4.2. Pressure measurement

The main objective of the work is the measurement of the two-
phase pressure drop. A Setra 230 differential pressure transducer
(Fig. 1E) with a range of �0:5 psi (�3:447 kPa) takes the difference
between two pressure taps in the microchannel with an accuracy
of �0:0025 psi (�17:2 Pa). The pressure taps align with the channel
centerline and consist of 365 lm holes drilled through the optical
plate to a depth of 1:27 mm before expanding to a connecting line
of 1:58 mm diameter. The design of the taps follows the recom-
mendations of Shaw [32] to minimize static pressure error. The
measured pressure difference occurs over a 152 mm length of
the channel, with one tap located at the entrance (z ¼ 0 mm) and
another one located 12 mm before the exit (z ¼ 152 mm) as shown
in Fig. 2b.

4.3. Data acquisition

The Setra 230 has a manufacturer stated response time of 2 ms.
This corresponds to 500 Hz. A digital filter (Alligator USBPGF-S1)
filters the pressure transducer’s output at 700 Hz before a data
acquisition card (DATAQ DI-245) logs the signal at 2000 samples
per second. To maximize the dynamic range of the data acquisition
card, a precision buck and gain amplifier subtracts out the mean
voltage before amplifying the signal by a factor of 100.

4.4. Visualization and saturation measurements

In this work, the flow forms as a stratified flow and the visual-
ization of the flow formation will allow for the determination of
the liquid saturation. Several techniques exist to visualize the flow:
laser-induced fluorescence [33], Schlieren [5], and shadowography
based on back-lighting. This work applies a simplified approach
relying on the shadow generated by the interface of the two
Fig. 3. Water film for experimental conditions of UL ¼ 1:0�
phases. Unlike shadowography, this method does not utilize
back-lighting, allowing for the use of any base material for the
channel. The clear polycarbonate sheet forming the top of the
channel gives optical access for a DSLR camera (Canon Rebel T3)
to capture images of the entire channel length in 5 s intervals
(Fig. 1F). Fig. 3a shows an actual image of the stratified flow that
occurs in this work and Fig. 3b shows the extracted film in physical
units. Note that both images have a compressed aspect ratio lead-
ing to the waviness of the film and that the inversion of Fig. 3a
occurs due to how MATLAB assigns pixel indices. Extracting the
saturation from the images is done through image processing in
MATLAB. The application of a Laplacian of the Gaussian filter shows
the location of intensity gradients—specifically the intensity gradi-
ent at the air-water interface. A Wiener filter removes noise. Plot-
ting the contour matrix of the image allows for the determination
of the intensity corresponding to the air-water interface. Extracting
the corresponding pixel numbers and converting to a physical unit
system gives the film thickness.

The film thickness, shown in Fig. 3b where the water lies
between the x-axis and the black line, varies over the length of
the channel. Therefore, for comparison to Steinbrenner [33] and
for use in the relative gas permeability models, an equivalent film
thickness is defined. Trapezoidal numerical integration of the film
thickness data gives the area of water in the channel. Dividing the
area of water by the length of the film gives an equivalent film
thickness—essentially a film that has the same area as the experi-
mental measurement but produces a flat interface between the flu-
ids. Eighty pixels compose the width of the channel (3.23 mm),
meaning each pixel represents 0.04 mm. The Wiener filter smooths
the data over two pixels and the location of the wall can fall within
two pixels as well. The film thickness ratio (hratio) equals the loca-
tion of the film minus the location of the wall, all divided by the
channel width. Through the Kline-McClintock method, the uncer-
tainty of the film thickness equals 0:11 mm or equivalently 0.035
10�3 m/s and UG ¼ 3:81 m/s (flow from left to right).
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for the hratio. The propagation of the error through the numerical
integration to define the equivalent film thickness gives the same
uncertainty, neglecting the uncertainty of the length.
5. Results and discussion

5.1. Single-phase validation

The variability in two-phase pressuremodels shown in Section 2
prevents validation of the experimental set-up with two-phase
flow. Therefore, single-phase gas flow experiments were con-
ducted for validation. For single phase flow, Eq. (2) still holds with
G replaced by qGUG and qtp replaced by qG. Eq. (4) still defines the
friction factor with Retp replaced by ReG. For single-phase flow in a
rectangular duct, the Darcy friction factor depends on the aspect
ratio of the channel as:

C ¼ 96ð1� 1:35532a� þ 1:9467a�2 � 1:7012a�3

þ 0:9564a�4 � 0:2537a�5Þ ð25Þ

given by Kakac et al. [15] from fitting the exact solutions of Shah
and London [31] for different aspect ratios (a�). In this case, the
aspect ratio (a�) equals the smallest dimension divided by the lar-
gest dimension. Fig. 4 shows the comparison between the experi-
mentally measured pressure drop and the theoretical value. The
data fall within �4% for all experiments except for the two lowest.
At 0:51 m/s and 0:85 m/s, the measurements fall below the theoret-
ical value by 17% and 7%, respectively. The error bars for pressure
in Fig. 4 account for the �17:2 Pa accuracy of the pressure trans-
ducer. The superficial gas velocity equals the volumetric flow rate
of gas divided by the cross-sectional area. Utilizing the Kline-
McClintock method for the equation UG ¼ QG=Ac , gives a velocity
uncertainty of �0:34 m/s at UG ¼ 0:51 m/s to �0:43 m/s at
UG ¼ 5:5 m/s.

The location of the first tap (z ¼ 0) means that pressure mea-
surements will include entrance effects. To account for the
entrance effects, Shah defines an apparent Fanning friction factor
[30] to replace Eq. (4). Comparing the experimental data to the cor-
relation proposed by Shah [30], the data fall within �3% for all
experiments except the two lowest that show negligible change
(Fig. 4). Therefore, the inclusion of the entrance region has minimal
influence on the measured pressure drop.
Fig. 4. Comparison of theoretical and experimental single-phase gas pressure drop
versus superficial gas velocity.
5.2. Two-phase pressure results

Characterizing the two-phase pressure drop relies on the gas
two-phase flow multiplier (/2

G). Experimentally determining /2
G

consists of measuring the single-phase pressure drop for gas flow
and then measuring the two-phase pressure drop after water injec-
tion begins—the two-phase pressure drop divided by the single-
phase gas pressure drop determines /2

G. Fig. 5 shows /2
G versus

superficial gas velocity for the four different liquid velocities. Each
experimental datum represents a 30 min average (5 min for the
highest UL) of the measured two-phase pressure, while the average
data represent the average of all the experimental data for a given
case. The application of the Kline-McClintock method on the equa-
tion /2

G ¼ DPtp=DPG determines the magnitude of the error bars. As
the superficial gas velocity increases, the gas two-phase flow mul-
tiplier decreases. Increasing the superficial liquid velocity results in
an increase in /2

G. During the experiments for UL ¼ 1� 10�2 m/s for
UG ¼ 0:51—1:27 m/s the flow behaved plug-like causing water to
enter the pressure taps. As a result, the analysis did not include
data in that range. Of particular note, the majority of the data falls
within the measurement uncertainty. Several points however, fall
outside the uncertainty range. Under the same experimental con-
ditions, the stratified flow showed differences in film thickness
between experiments and thus produced differences in the mea-
sured pressure. Additionally, Fig. 5a and b at UG ¼ 0:51 and
5:08 m/s show /2

G dropping below 1. These measurements do not
make physical sense and the uncertainty in the measurement
accounts for this behavior.

5.3. Comparison of the experimental data to existing two-phase
pressure models

Section 2 presented three approaches to predicting the two-
phase pressure drop accompanied by several different correlations
derived for a variety of conditions. This section will look at how the
experimental data compares to the existing models to reveal which
models best predict the experimental data.

5.3.1. Statistical method for model comparison
Determining how well models predict the experimental data

relies on statistics of the error. As defined by Li and Hibiki [19],
the error (dPi) equals the two-phase pressure drop calculated from
the model (DPpre;i) minus the experimentally measured pressure
drop (DPexp;i) for the ith experimental datum. Defining the percent
error (d�Pi) as the error (dPi) divided by DPexp;i gives a scale inde-
pendent comparison. The mean absolute percent error defined as:

je%j ¼ 1
n

Xn
i¼1

jd�Pij ð26Þ

serves as the primary basis of comparison in this work and the cited
works. The mean absolute error prevents individual errors from
canceling out and thus gives the best indication of the error.
Researchers typically quantify the percentage of data points that fall
within a given range [18,34,16,17]. Defining the root-mean-square
percent error (r%) as:

r% ¼ 1
n

Xn
i¼1

d�Pið Þ2
 !0:5

ð27Þ

will indicate the range of the data. For example, a r% ¼ 15% indi-
cates 68% of the data fall within �15% or 95% of the data fall within
�30%, for normally distributed errors. While Eqs. (26) and (27) rep-
resent scale independent quantities, scale dependent quantities
provide further insight. The mean error (e) defined as:



Fig. 5. Experimental gas two-phase flow multiplier versus superficial gas velocity.
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e ¼ 1
n

Xn
i¼1

dPi ð28Þ

where n equals the number of data points, demonstrates the trend
in the data. A positive mean error shows the model over-predicts
the experimental data, while a negative mean error shows an
under-prediction. Taking the mean percent error (e%) defined as:

e% ¼ 1
n

Xn
i¼1

d�Pi ð29Þ

represents the mean error independent of the scale. Finally, utiliz-
ing the root-mean-square error (re) defined as:

re ¼ 1
n

Xn
i¼1

dPið Þ2
 !0:5

ð30Þ

indicates the variation of the error, which helps to determine how
well the models collapse the experimental data to the prediction.
Eqs. (26)–(30) will serve as the basis of comparison between differ-
ent the selected prediction to understand the differences between
models.

Figures plotting the experimentally measured two-phase
pressure (DPexp) versus the value predicted by the two-phase pres-
sure models (DPpre) help reinforce the statistics. The solid line in
Figs. 6–10 represent a one to one prediction—i.e. the model per-
fectly predicts the two-phase pressure measurements. Each figure
also shows the individual data points for the four superficial liquid
velocities. Data above the solid line indicates the model under-
predicts the experimental data whereas data below the solid line
indicates an over-prediction.

5.3.2. Homogeneous flow model comparison
Table 6 summarizes the overall error statistics for the homoge-

neous flow models for all of the data. The models compared poorly
to the experimental data by every metric, except for the viscosity
models of Dukler et al. [10] and Beattie and Whalley [3]. The model
of Dukler et al. under-predicted the two-phase pressure drop
(Fig. 6a) with the smallest e ¼ �32 Pa at UL ¼ 5:0� 10�5 m/s and
increasing to e ¼ �102 Pa at UL ¼ 1:0� 10�2 m/s. Thus, the predic-
tive accuracy for the model of Dukler et al. decreases as the super-
ficial liquid velocity increases for this experiment even though the
mean absolute percent error equals 6:6%. Beattie and Whalley’s
model initially outperforms Dukler et al. having a e ¼ �30 Pa at
UL ¼ 5:0� 10�5 m/s to e ¼ �11 Pa at UL ¼ 1:0� 10�3 m/s with a
smaller scatter in this range (a re of 64 Pa versus 77 Pa on average).
At UL ¼ 1:0� 10�2 m/s, Beattie and Whalley’s model over-predicts
the two-phase pressure (Fig. 6b) with a e ¼ 420 Pa (je%j ¼ 30%),
leading to the overall root-mean-square error of 230 Pa. Based on
the analysis, the viscosity model of Dukler et al. produces too
low of a two-phase viscosity while Beattie and Whalley’s two-
phase viscosity increases too rapidly at higher liquid superficial
velocities for this experiment.



Fig. 6. Comparison between experimental and predicted two-phase pressure drop for homogeneous flow models.
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5.3.3. Separated flow model comparison
Of the correlations that produce a constant C-value for a given

fluid pair and geometry, the correlation of English and Kandlikar
[11] predicted the data the best (Table 7). The model of English
and Kandlikar over-predicted the two-phase pressure with the
mean error increasing from a e ¼ 2:09 Pa at UL ¼ 5:0� 10�5 m/s
to e ¼ 364 Pa at UL ¼ 1:0� 10�2 m/s (Fig. 7d). The other correla-
tions shown in Table 7 also over-predict the two-phase pressure
for all superficial liquid velocities with the error increasing as the
superficial liquid velocity increases (Fig. 7). Statistically speaking,
the homogeneous flow model of Dukler et al. [10] out performed
the separated flow model of English and Kandlikar [11] for this
experiment as the model of English and Kandlikar did not collapse
the data over the range of test conditions (re ¼ 202 Pa).

By allowing the C-value to vary with flow conditions, the corre-
lations statistically performed far better than the homogeneous
model or correlations with constant C-values (Table 8). Lee and
Lee [17] derived their model accounting for a slug velocity. Since
the flow in this work formed as a stratified flow, the slug velocity
does not apply and instead was replaced by the superficial gas
velocity. Saisorn and Wongwises [29] replaced the slug velocity
with the total superficial velocity. For this experiment, using the
total superficial velocity negligibly changed the C-value, due to
the low superficial liquid velocities. The correlations of Kim and
Mudawar[16] and Lee and Lee [17] behave nearly identically
(Table 8), deviating at UL ¼ 1:0� 10�2 m/s with e ¼ �57 Pa and
e ¼ �50 Pa, respectively. Visually the difference becomes indistin-
guishable (Fig. 8d and e). Although undiscernible in the figures, the
models show an increasing mean error as the superficial velocity
increases with e ¼ �22 Pa to e ¼ �44 Pa from UL ¼ 5:0� 10�5 m/
s to UL ¼ 1:0� 10�3 m/s. Although not originally intended for thin
microchannels, the analysis shows the correlations of Kim and
Mudawar [16] and Lee and Lee [17] reasonably predict the exper-
imental data.

The correlations of Ma et al. [22] and Li and Hibiki [19] also well
predict the experimental data. Unlike Lee and Lee and Kim and
Mudawar, Ma et al. [22] initially under-predicts the data
(e ¼ �19 Pa to �15 Pa) before over-predicting the data at
UL ¼ 1:0� 10�2 m/s with e ¼ 136 Pa (Fig. 8b). This explains the
low mean percent error (e% ¼ 0:9%) but a large mean absolute per-
cent error (je%j ¼ 5:0%). Li and Hibiki [19] generally over-predicts
the data. Initially, the correlation only differs by e ¼ 10 Pa at the
lowest UL but increases to e ¼ 219 Pa at UL ¼ 1� 10�2 m/s. The
variation with UL leads to a re of 125:5 Pa, with the data at
UL ¼ 1:0� 10�2 m/s consistently different than the prediction
(Fig. 8c).

The work of Li and Hibiki [19] requires further discussion. Fig. 5
shows that the gas two-phase flow multiplier decreases with
increasing superficial gas velocity. The correlation of Li and Hibiki
[19] produces varying trends for /2

G depending on the superficial

liquid velocity. For UL ¼ 1:0� 10�3 and 1:0� 10�2 m/s, the trend
of /2

G agrees with the experimental trend. However, the correlation

results in an increasing /2
G with increasing UG at UL ¼ 5:0� 10�5 m/

s. Conversely, at UL ¼ 5:0� 10�4 m/s, the correlation predicts /2
G

decreasing until UG ¼ 3:81 m/s and increasing thereafter. Li and
Hibiki [19] arrived at the correlation for flow boiling. Kim and
Mudawar [16] noted that boiling flows behave differently than
condensing and adiabatic flows, meaning flow boiling should have
its own specific correlations. Even though the model of Li and
Hibiki [19] reasonably predicted the two-phase pressure, the trend
did not align with the experimentally observed behavior likely due
to the correlation being based on experimental data for flow
boiling.
5.3.4. Relative permeability model comparison
Using Eq. (19) with the X-Model outperformed the other rela-

tive permeability models based on the experimentally measured
saturation (Table 9). The X-Model over-predicted the two-phase
pressure drop (Fig. 9f) for the three lowest liquid superficial veloc-
ities with a mean error of 6.4, 10.9, and 9.23 Pa, respectively. At
UL ¼ 1:0� 10�2 m/s, the X-model under-predicts the data by
26.9 Pa. The model proposed by Corey [9] performs the second best
of the relative permeability models. However, the model of Corey
[9] shows an increasing trend in over-predicting the data
(e ¼ 38:5–338:7 Pa) with increasing superficial liquid velocity
(Fig. 9a). The other models also over-predict the two-phase pres-
sure drop and show re increasing as the superficial liquid velocity
increases (Fig. 9), including the model of Fourar and Bories [12]
using the accompanying saturation model (Eq. (22)). Additionally,
the models of Fourar and Lenormand [13] and Huang et al. [14]
behave identically due to small viscosity ratio (Table 9).

Physically, the relative permeability exponent of 1 for the X-
Model means the two fluids minimally impede one another [4].



Fig. 7. Comparison between experimental and predicted two-phase pressure drop for Chisholm correlations producing a constant C-value.
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In stratified flow the gas essentially flows along a channel equal to
the channel width minus the water film thickness; the water flows
in a channel equal to the water film thickness. Thus, the fluids only
interact at the air-water interface. The other relative permeability
models with an exponent greater than 1 thus over-predict the
interaction of the phases resulting in the over-prediction of the
two-phase pressure drop. Since the X-model slightly under-
predicts the experimental data while the model of Corey [9]
over-predicts the data, the nk value for the two-fluid model should
fall between a value of 1 used by the X-Model and 2 used to leading
order by the model of Corey [9].

5.4. Determination of nk for stratified flow

The previous section detailed a comparison between existing
models and the experimental data. The C-value correlations of Kim
andMudawar [16] and Lee and Lee [17] predicted the experimental
data the best out of the homogeneous and separated flow models



Fig. 8. Comparison between experimental and predicted two-phase pressure drop for Chisholm correlations that vary based on flow conditions.
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with a mean absolute percent error of 4.2% and 4.1%, respectively.
Overall, the X-Model produced the lowest mean absolute percent
error (3:32%) of the comparedmodels. A newmodel cannot improve
the result too much and will only prove beneficial if the model
reduces the complexity of determining the two-phase pressure
drop. Looking at the C-value equations of Lee and Lee [17] and Kim
and Mudawar [16], one could optimize the equation by modifying
the leading constant or one of the three exponents. The two-fluid
model on the other hand only requires a single correlation
parameter. Although straightforward to use, the X-model relies on
experimentallymeasured saturation, which proves difficult tomea-
sure. As the two-fluid model depends only on a single correlation
constant and models the saturation, the two-fluid model simplifies
the prediction of the two-phase pressure drop.

5.4.1. Determining nk from two-phase pressure
Cho and Wang [7] previously determined nk values for slug,

wavy, and annulus flow patterns in a regular fuel cell channel.



Fig. 9. Comparison between experimental and predicted two-phase pressure drop for relative permeability models using experimentally measured saturation.
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The determination of an nk value for stratified flow follows. In the
experiments water did not remain in the channel after water injec-
tion stopped; thus, the residual water (sL;r) equals zero. This simpli-
fies Eq. (24) and reduces the effective saturation to the liquid
saturation. This leaves only the determination of the correlation
constant, nk.

Optimizing the entire data set to minimize the variance
between the experimental data and the prediction led to an nk
value of 1.159. Table 10 shows the error statistics for the optimiza-
tion. The nk value resulted in an under-prediction of the two-phase
pressure by a mean error of �11:91 Pa and produces a mean abso-
lute percent error of 3:25%. Since the optimization minimizes the
variance, the standard deviation of the error represents the small-
est possible value for this optimization and thus well collapses the
data (Fig. 10). Tables 11 and 12 show the error statistics for each
superficial liquid velocity correlated by nk ¼ 1:159. Based on the



Fig. 10. Comparison between experimental and predicted two-phase pressure drop
for the optimized nk value in Eq. (24).
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mean absolute percent error, the selection of the nk ¼ 1:159 agrees
best at the lowest and highest superficial liquid velocity. The opti-
mized nk value under-predicts the majority of the data, except
over-predicts the data at UL ¼ 1:0� 10�2 m/s with a mean error
of 21:92 Pa.

The change from under-predicting to over-predicting suggests
the nk value could vary with test parameters. To understand the
variation requires investigating the optimization of the nk value
for each superficial velocity data set. Tables 11 and 12 show the
error statistics of the optimized nk value for each data set com-
pared to nk ¼ 1:159. The comparison to nk ¼ 1:159 shows the
opposite trend in the mean error, in which the model over-
predicts the data but at UL ¼ 1:0� 10�2 m/s the model under-
predicts the data. Comparison of the other error statistics show a
modest improvement.

The optimization at UL ¼ 5:0� 10�4 m/s stands as an outlier.
Optimization about the mean /2

G for each superficial gas velocity,
instead of the individual data points, did not change the nk value.
Conversely, by removing the data for UG ¼ 0:51 to 1:27 m/s, the
nk value changed by �0:065;0:135, and �0:037, for the UL between
5:0� 10�5 and 1:0� 10�3 m/s, respectively. The uncertainty at low
superficial gas velocity at UL ¼ 5:0� 10�4 m/s, particularly
UG ¼ 0:51 m/s that shows several points at the low end of the
uncertainty (Fig. 5b), causes the nk value to not follow the overall
trend of nk decreasing with increasing UL. For UL ¼ 5:0� 10�4 m/
s, the nk equals 1:436 when neglecting the data at UG ¼ 0:51 m/s.

Additionally, the theoretical velocity profiles determined by
Tang and Himmelblau [35] and analyzed by Steinbrenner [33] pro-
vide further insight (Section 3). Steinbrenner showed that the thick
Table 6
Overall error statistics of the homogeneous flow models.

e (Pa) re (Pa)

Dukler et al. [10] �62.7 89.07
Beattie and Whalley [3] 102.2 230
Fourar and Bories [12] 350 512
McAdams et al. [24] 834 1447
Lin et al. [20] 1616 2824
Awad and Muzychka [2] 2445 4117
Cicchitti et al. [8] 18016 27044
water films have a parabolic profile characteristic of pressure dri-
ven flows whereas thin water films have a linear profile character-
istic to a shear driven flow. Therefore, the influence of water on the
air changes, which could account for the variation of nk between
the data sets (Tables 11 and 12) and the prediction trend of the
X-model. Nonetheless, attempts to correlate the change in nk with
dimensionless parameters showed no clear correlation. Therefore,
the nk value should equal 1:159 for stratified flow and remain con-
stant. The universality of nk ¼ 1:159 can only be known as
researchers add experimental work for various geometries and
fluid pairs that produce stratified flow.
5.4.2. Comparison of determined nk to measured water film thickness
The saturation model defined in Eq. (24) has not previously

been validated against saturation measurements. Fig. 11 compares
the experimental saturation and the saturation calculated using Eq.
(24) with nk ¼ 1:159. The behavior of the saturation follows the
mean error trend of the two-phase pressure shown in Tables 11
and 12. From UL ¼ 5:0� 10�5 m/s to UL ¼ 1:0� 10�3 m/s, Eq. (24)
initially under-predicts the saturation but over-predicts the satura-
tion at UL ¼ 1:0� 10�2 m/s. This trend explains the differences
between the optimized nk value and the X-model. To account for
the under-prediction of the experimentally measured saturation
used in the X-model, the two-fluid model would have to predict
a greater interaction of the fluids to compensate for the difference.
Conversely, the experimental method over approximates the thick-
ness of the film due to the inability to account for the curvature of
the interface, which would allow the X-model to have a lower rel-
ative permeability exponent than the two-fluid model. Overall, the
predicted saturation of the two-fluid model produces a mean error
of �0:035 with a root-mean-square error of 0:045 compared to the
experimental data.

Fig. 11 also shows the comparison between the experimental
data, the analytical solution presented by Steinbrenner [33], and
the saturation model of Fourar and Bories [12]. The experimental
data follow the same trend as the analytical solution, the hratio

decreases with increasing ratio of volumetric flow rates. Addition-
ally, the data consistently fall above the analytical solution, as
expected due to the inability to account for the curvature of the
interface. Steinbrenner [33] showed similar characteristics when
comparing experimental measurements to the analytical solution.
The two-fluid model produces a higher saturation at low volumet-
ric flow rate ratios and a lower saturation at higher volumetric flow
rate ratios compared to Steinbrenner [33] but follows the overall
trend. The saturation model of Fourar and Bories [12] defined by
Eq. (22) under-predicts the experimental data, the analytical solu-
tion, and the two-fluid model. Fourar and Bories [12] derived Eq.
(22) based on plane-poiseuille flow, which does not well represent
stratified flow when the flow forms between the narrow height of
the channel instead of across the channel width. Based on the
analysis, the two-fluid model correlates well with the experimen-
tal data for both saturation and two-phase pressure.
e% r% je% j
�2.2% 8.2% 6.6%
11.1% 20.5% 14.3%
32.6% 42% 33%
70% 110% 71%
133% 217% 134%
201% 305% 202%
1531% 1956% 1531%



Table 7
Overall error statistics of separated flow models using correlations producing constant C values.

e (Pa) re (Pa) e% r% je%j
English and Kandlikar [11] 127.6 201.7 9.8% 14.2% 10.6%
Zhang et al. [39] 522.6 758.2 42.0% 53.1% 42.0%
Li and Wu [18] 553.7 802.1 44.5% 56.1% 44.6%
Mishima and Hibiki [25] 673.5 971.6 54.3% 68.1% 54.3%
Chisholm [6] 1005 1440 81.3% 101% 81.3%

Table 8
Overall error statistics of separated flow models using correlations producing variable C values.

e (Pa) re (Pa) e% r% je%j
Kim and Mudawar [16] �40.1 55.0 �3.9% 5.6% 4.2%
Lee and Lee [17] �37.7 52.3 �3.8% 5.6% 4.1%
Ma et al. [22] 25.1 81.31 0.9% 6.5% 5.0%
Li and Hibiki [19] 73.4 125.5 4.2% 8.5% 6.7%
Sun and Mishima [34] 337.4 497.1 26.9% 34.7% 27.0%
Saisorn and Wongwises [29] 1203.5 1718.6 97.6% 120.8% 97.6%

Table 9
Overall error statistics of the relative permeability models.

e (Pa) re (Pa) e% r% je%j
X-Model �1.1 36.2 0.64% 4.79% 3.32%
Corey [9] 145.8 195.1 14.2% 17.8% 14.3%
Chen et al. [4] 187.5 229.6 17.6% 20.2% 17.6%
Fourar and Lenormand [13] 266.2 356.3 25.3% 31.0% 25.3%
Huang et al. [14] 266.2 356.3 25.3% 31.0% 25.3%
Nowamooz et al. [26] 285.1 383.0 27.1% 33.2% 27.1%
Fourar and Bories [12] 344.3 505.1 27.5% 35.3% 27.6%

Table 10
Overall error statistics for the optimized nk value.

e (Pa) re (Pa) e% r% je%j
nk ¼ 1:159 (Current study) �11.91 41.63 �1.58% 4.72% 3.25%

Table 11
Comparison between different nk values for the two lowest UL .

UL ¼ 5:0� 10�5 m/s UL ¼ 5:0� 10�4 m/s

nk 1:159 1:675 1:159 1:271

e (Pa) �20.31 0.95 �26.49 �15.98
re (Pa) 39.34 32.08 49.11 43.15
e% �2.84% 0.20% �2.22% �0.61%
r% 4.29% 2.85% 5.91% 5.87%
je% j 3.02% 2.31% 4.39% 4.20%

Table 12
Comparison between different nk values for the two highest UL .

UL ¼ 1:0� 10�3 m/s UL ¼ 1:0� 10�2 m/s

nk 1:159 1:363 1:159 1:120

e (Pa) �28.45 7.35 21.92 �4.77
re (Pa) 44.28 34.96 32.87 26.07
e% �3.48% 0.55% 1.61% �0.12%
r% 5.77% 4.35% 2.24% 1.42%
je% j 3.85% 3.63% 1.91% 1.20%

Fig. 11. Comparison between the experimental dimensionless water film thickness,
the model of Fourar and Bories [12], the analytical solution of Steinbrenner [33],
and the optimized nk value.
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6. Conclusion

This work conducted an experimental study of air-water two-
phase frictional pressure drop in a microchannel of dimensions
3:23 mm wide by 0:304 mm high by 164 mm long. The test condi-
tions produced liquid Reynolds numbers between 0.0277 and 5.55
with a corresponding gas Reynolds number ranging between 18.2
and 197. Characterizing the measured two-phase pressure drop
in terms of the gas two-phase flow multiplier (/2

G) resulted in val-
ues between 1 and 1.44, where /2

G increases with increasing super-
ficial liquid velocity and decreases with increasing superficial gas
velocity. Comparing the two-phase pressure drop predicted by sev-
eral models showed the correlations for the separated flow model
proposed by Lee and Lee [17] and Kim andMudawar [16] predicted
the experimental two-phase pressure with mean absolute percent
errors (je%j) of 4:1% and 4:2%, respectively. Of the selected relative
permeability models, the X-Model predicted the experimental data
with a je%j of 3:32%. Other homogeneous, separated, and relative
permeability models produced a je%j greater than 5%. The two-
fluid model predicted the experimental two-phase pressure drop
with a je%j of 3.25% when using the new nk value of 1.159 in the
relative permeability.

The work also investigated the water film thickness. Imaging of
the flow showed that the air-water experiments produced strati-
fied flow for the range of test conditions. Measurements of the
water film thickness show a decreasing trend with an increase in
the ratio of air to water volumetric flow rate. The two-fluid model
using nk ¼ 1:159 reasonably predicted the experimentally mea-
sured water film thickness with a mean error of �0.035, following
the trend of the analytical solution of Steinbrenner [33]. Based on
the analysis, the two-fluid model applies to thin microchannels for
predicting both the two-phase pressure and the water film thickness.
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